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ABSTRACT 
Anycast is an important way of communication for Mobile Ad hoc Networks (MANETs) in terms of resources, 

robustness and efficiency for replicated service applications. Most of the anycast routing protocols for MANETs select 

unstable and congested intermediate nodes, thereby causing frequent path failures and packet losses. We propose Node 

movement Stability and Congestion aware Anycast Routing scheme in MANETs (NSCAR) that employs two models, 

namely (i) Node Movement Stability Model To Identify Stable Nodes, and (ii) Congestion Model That Considers 

Congestion Aware Parameters Like Channel Load And Buffer Occupancy. These models and Dynamic Source 

Routing (DSR) protocol are used in the route discovery process to select nearest k-servers that facilitate creation of 

stable paths from designated client to one of the nearest servers. A server among k-servers is selected based on route 

stability, channel load, hops, and server load. The simulation results indicate that proposed NSCAR demonstrates 

reduction in control overheads, improvement in Packet Delivery Ratio (PDR) and reduction in end-to-end delays 

compared to existing methods such as flooding and load balanced service discovery.   

 

KEYWORDS: NSCAR, MANET, DSR, PDR. 

 

     INTRODUCTION
In wireless ad hoc networks, due to node mobility, the lifetime of routes can be very limited. Selecting stable routes 

can reduce rerouting times and the overhead of route discovery effectively, which is essential for Quality of Service 

(QoS) provisioning. Currently, the stability-based QoS routing algorithms, also called stable routing algorithms, have 

drawn extensive attentions. All stable routing algorithms use the path stability as routing criteria. The stability of a 

path can be determined according to a path stability computation method and the stability of each link along this path. 

The stability of a single link can be captured using various mobility models. Yet the path stability computation methods 

can considerably affect the performance of stable routing algorithms. If the assumption of link independence is 

adopted, then the stability of a path can be computed by multiplying the stabilities of all links along this path. The 

weakest link rule is applied, which defines the stability of a path to be the stability of the most instable link along this 

path. Recently, most stable routing algorithms adopt the Link Independence Assumption- Based Method (LIAM for 

short) or the Weakest Link Rule (WLR for short), which are the traditional path stability computation methods. 

However, the traditional methods have not considered the dependencies among links, and may be far from the real 

case. In fact, in ad hoc networks, the existence of wireless links is correlated.  

 

In this paper, we consider the problem of congestion aware routing in Mobile Ad-Hoc Networks (MANETs). We 

propose a node stability-based location updating approach. In order to optimize the routing, most of the existing 

routing algorithms use some mechanism for determining a node’s neighbors. This information is stored in a table 

called the Neighbor Table. The updating of the Neighbor Table is referred to as location updating. To evaluate our 

proposed algorithm, we simulated it and compared its performance with that of the performance of the conventional 

location updating algorithm, by considering different performance measures such as the number of collisions on the 

carrier, the number of acknowledgments received and the energy consumed. In our work, we obtained different types 

of results by varying different parameters such as the number of nodes and the terrain dimensions. 
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Figure 1. A sample Multi cast split node 

 

While attempting to use the technique for multicasting, we identified several new issues that were not present in 

unicast routing algorithms.  

 

RELATED WORK 
A MANET is characterized as an infrastructure less cooperative engagement of mobile nodes, forming networks with 

continuously changing topologies. They do not have centralized network managers, access points, fixed base stations, 

or a backbone network for controlling the network management functions. They do not possess designated routers for 

making routing decisions. All the nodes in MANETs take part in routing by acting as routers for one another. However, 

several hops are normally needed in such networks for the transmission of data from one node to another, because of 

the limited wireless transmission range associated with the operation of the mobile nodes.  

 

Anycasting is a network service that selects the best one of service providers in an anycast group as a destination. 

While anycasting offers better service flexibility in mobile ad hoc networks (MANETs), it also  Increasing new 

problems. In MANETs, every node can move arbitrarily, and the routes from mobile nodes to their service providers 

would vary. Therefore, anycast service discovery in MANETs usually relies on network-layer message broadcasting, 

which leads to large traffic overhead for the scarce bandwidth of MANETs. In this work, we present a traffic-control 

scheme for anycast service discovery in MANETs. Our scheme can reduce the volume of query messages and the 

reply messages. In addition to basic anycasting, our scheme also supports k-anycast service that requests for k anycast 

service providers in each service instance. With k-anycast service, the fault tolerance and service flexibility of our 

scheme can be improved. Experimental results demonstrate that our scheme is efficient and feasible for MANETs. 

 

In hierarchical tree-based routing for service discovery in a MANET, all routes form a tree infrastructure. Therefore, 

the transmitted packets from a node may go up to the tree root and down to the leaf node. The routing overhead of the 

tree-based routing algorithm cannot be avoided if the packet forwarding is based on parent-child relationships, even 

the destination node may be located near the source node. In order to improve such problem, each node should consider 

its neighbor nodes as next hop nodes in their routing tables. In this work, we present a shortcut any cast tree routing 

in MANETs. We minimize control overhead by establishing the routing tables only for certain nodes on an anycast 

tree. Our scheme can reduce the volume of query messages as well as the reply messages. It also reduces the 

transmission latency. We also improve the information accuracy of the routing tables by periodically transmitting 

update messages. As MANETs differ from the other infrastructure-based networks, in the sense that they do not have 

any fixed stations or routers to route the data packets, an efficient way the nodes can use to establish their network is 

to use a distributed routing approach. The previously mentioned characteristics of MANETs, particularly those arising 

due to their mobility, and the continuously changing network topologies, pose several challenges. Due to the 

continuously changing topologies, the routes that were once considered to be the “best” routes may no longer remain 

the same at a later time instant. This, therefore, requires a continuous re-computation of routes, and there is no 

permanent convergence to a fixed set of routes in such networks. So, any routing protocol that needs to operate in 
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MANET environments should take these issues into consideration. A number of unicast routing protocols have been 

proposed for use in MANETs for efficiently transmitting information. Many metrics have been proposed that can help 

evaluate the performance of the different MANET protocols. In order to perform routing in an efficient manner, many 

routing protocols (working in the network layer) require the mechanism below it (in the data link layer) to provide a 

table containing a list (and some additional information) of all nodes neighboring that node.  

 

This is facilitated by a mechanism called Location Updating. As we have discussed, in MANETs, the nodes are mobile, 

which renders the network topology in MANETs susceptible to change with time. The frequency of the topology 

change is dependent on the application type. Since the locations of the nodes are susceptible to continuous changes, 

all nodes should have the information regarding the nodes to which each of them can directly communicate. To get 

the updated information of the neighboring nodes, a node requires location updating. The location updating process 

updates the information of the nodes’ neighbors. In the conventional location updating algorithm, each node 

periodically broadcasts a Hello packet and on receiving the acknowledgment from the node, it updates its Neighbor 

Table. Our algorithm is based on the stability of the nodes. It updates the Neighbor Table of each node such that the 

more stable nodes, as preferred choices, send an acknowledgment. So, the network traffic will reduce, since a less 

number of acknowledgments are transmitted. 

 

METHODS 
LOCATION UPDATING 

Since most of the prominent routing protocols used in ad-hoc networks are distributed in nature, it is quite likely that 

every node in the network will process routing information at some time or the other. All the uni-path routing protocols 

may be classified to be either table-based (proactive), or of an on-demand (reactive) nature. Table-based protocols are 

characterized by their ability to maintain routing tables that store information about routes from one node in the 

network to the rest of the others. Obviously, this requires that the nodes in the network maintain the table up-to-date 

by exchanging routing information between the participating nodes. Although, in general, the table-based protocols 

may be easy to implement, the major limitation with these protocols is that, due to the ethically highly mobile and 

dynamic nature of ad-hoc networks, the maintenance of routing information in these tables is challenging. On-demand 

routing protocols, on the other hand, alleviate the previous problems and make routing in them more scalable to highly 

dynamic and large networks. As the name suggests, on-demand routing protocols are characterized by the computation 

of routes on an “as-required” basis. In on-demand routing protocols, there is, initially, a route discovery phase, in 

which a route is found between two nodes. The route discovery phase is normally followed by a route maintenance 

phase in which a broken link in a route is repaired, or a new route found. In order to optimize the routing process, 

most of the routing algorithms use some mechanism for determining a node’s neighbors. This information is stored in 

the Neighbor Table. 

Our proposed algorithm improves upon the following factors: 

 Less number of acknowledgments is transmitted in maintaining 

 the Neighbor Table; 

 Less number of collisions takes place; 

 Less updating is required to maintain the Neighbor Table; 

 Always, an updated Neighbor Table is available for each node.  
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Figure 2. Position of Location updating in the protocol stack 

 

In order to update the Neighbor Table, our algorithm uses Hello packets and Acknowledgments. Our main focus is to 

reduce the network traffic caused by the acknowledgement packets. We define the following terms in the manner 

given as follows. 

 

1) Stability: The stability defined in the algorithm is the relative stability of one node with respect to another node. 

Let the stability of a node A with respect to the other node B be K1(K1>0)Then, it is not necessary that the stability 

of B with respect to A will also be K1. Stability of one node A with respect to another node B depends on the following 

factors. 

A. How close the node A is to the boundary of the transmission range of node B. The closer the nodes A and B 

are, the more stable will be the node A. 

B. The relative velocity of the two nodes. If they come closer, the stability increases. On the other hand, if they 

move apart from each other, it decreases.  

C. Battery backup of A. If the time remaining for which the node can stay powered up is very less, the stability 

of A will decrease. This is because A can die out any time. 

D. In case, the node A is stationary in its position and has good battery backup, then the node A will be 

considered to be stable. Our algorithm assumes the value of K to lie between K1 and K2, i.e., K1<=K<=K2 

and (K1,K,K2)>0. 

 

2) Retransmission Time: The retransmission time is the time after which the next Hello packet will be broadcasted. 

The retransmission time for a node in our algorithm is not fixed, but is dependent on the minimum value of the stability 

factor of its neighbors. If the neighbors are more stable, the retransmission time is increased, so that unnecessary Hello 

packets are not sent on the network. The retransmission time of a node depends on the stability of its neighbors, i.e., 

on the stability constant.  

Our algorithm assumes the value of T to lie between T1 and T2.  i.e., T1<=T<=T2 and (T1,T,T2)>0. 

 

Consider the case when many receiving nodes are on the circumference of the circle defining the range of transmission 

of the sending node. This means that the retransmission time will be low. This further means that more frequent 

retransmissions will occur, leading to more traffic and more collisions in the network. But, since we have considered 

a lower limit on the retransmission time i.e., T1<=T<=T2, which in itself is higher than that used by the conventional 

algorithm, the number of packets sent and acknowledgement, received is always less than the conventional algorithm. 

This can be seen from the graph plotted. Consider the case where most of the nodes in the routing table have high 

stability condition and only one has lower stability.  

 

In such a case, as only one node is unstable, there is a higher probability that this node will eventually move out of the 

range of the other nodes resulting in the increase of the Krecv value, which, in turn, will increase the retransmission 

time. If the node does not move out of the range of the other nodes, then it implies that this node has become, or is in 

the process of becoming stable and this will lead to an increase in Krecv value. If we have a different value of the 
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retransmission time for each node, it means that a different Hello packet needs to be transmitted by each node and this 

will lead to an overall increase in the network traffic.  

 

IMPLEMENTATION 
Data Structures 

This section describes the various data structures that are used for the implementation of the proposed node stability-

based location updating algorithm. Hello Packet. This packet is broadcasted periodically after a certain retransmission 

time for updating the Neighbor table. This packet has various fields which are used by the nodes to calculate the 

stability factor. These fields are as follows. 

 Packet Type: This field is used to specify the type of packet.  

 Source Address: This field specifies the address of the node that transmits the Hello packet. 

 Destination Address: This field specifies the address of the node that receives the Hello packet. 

 HPInfo: This field contains various information about the node that transmits the Hello packet. 

 Coordinates: This specifies the coordinates of the node. 

 Velocity Vector: This specifies the velocity of the node.  

 Range: This specifies the transmission range of the node. 

 Limiter K: This specifies the value of K, below which each of the neighbor nodes has to send the 

acknowledgement. 

 

Acknowledgement Packet  

This packet is transmitted on receiving the Hello packet. This packet contains the following fields.  

 Packet Type: This field specifies the type of packet.  

 Source Address: This field specifies the address of the node that transmits the Hello packet. 

 Destination Address: This field specifies the address of the node that receives the Hello packet. 

 HPACKInfo: This field contains various information about the node that transmits the acknowledgement. 

 KSEND: This field specifies the stability of the node with respect to the node that transmits the hello packet. 

 

Neighbor Table  

Neighbor table maintains the information about the various nodes which are in the vicinity of the current node. The 

node maintains a linked list to store information about its neighbors. The linked list is a singly linked list, in which the 

nodes of the list contain pointers to the next node. 

 

The following fields exist in the Neighbor Table. 

 Node Address: This specifies the address of the neighbor node. 

 Ksend: This specifies the stability value which gets transmitted to the node upon receiving the Hello packet. 

 Krecv: This specifies the stability value which is received from the node whose address is specified above. 

 Flag: This field is used by the algorithm and it specifies whether to expect an acknowledgement from the 

current node or not. 

 Next: This is a pointer which points to the next node in the neighbor table. 

 

Modules Applied 

Following are the functions used in our simulation of the algorithm. These functions are used in maintaining the 

neighbor table. 

 MacLUTransmitHELLO: This is a function which transmits the Hello packet. The Hello packet is 

broadcasted on the network. 

 Process HP: This function is used whenever a Hello packet is received by a node. After receiving the Hello 

packet, it is processed to update the Neighbor Table and send the acknowledgment. 

 MacLUStartTimer: This is used to start the timer. Whenever the timer expires, this function is called to 

restart the timer. 

 MacLUInit: This is used to initialize each node. It is only called at the start of the simulation. Different 

variables in the nodes are initialized. 

 MacLUFinalize: This is used to finalize each node. It is used at the end of the simulation. This function is 

called for each node. It is used to print the statistical information of each node. 

 MacLUTransmitHP ACK: This is used to transmit the acknowledgment after receiving the Hello packet.  

 Process HP Ack: This is used to process the received acknowledgment.  
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Whenever an acknowledgment is received, the Neighbor Table is updated to indicate the presence of the node, from 

which the acknowledgment is received. 

 lu update nt: When the Hello packet is transmitted, the nodes in the Neighbor Table are flagged to 

distinguish the node for which the acknowledgment is expected. When the timer is out and the 

acknowledgment is not received, this function is used to update the table, i.e., to remove the nodes from 

which acknowledgment was expected, but was not received.  

 lu calc k: This is used for the calculation of the stability constant according to the different relative parameters 

such as the mobility of the node, the range of the node and their battery power.  

 Mark Nbr Table: When the Hello packet is transmitted, this function is used to mark the nodes in the table 

from which the acknowledgment is expected. The nodes are marked on the basis of (Limiter).We refer to its 

stability with respect to that of Node1.  

 

The arrows show the direction of movement of the node.  

A and B: The intersection points of the relative velocity vector with the circle representing the range of the node 

which is transmitting the Hello packet.  

D: The distance required to be covered by Node2 to get out of the range of Node1.  

The simulation results demonstrate an encouraging support for the proposed algorithm.  

 

The performance of our algorithm was tested on the following parameters: 

 Number of Hello packet acknowledgements transmitted. 

 Energy consumed. 

 Number of collisions. 

We infer from the set of results we obtained that the proposed algorithm works efficiently. It is capable of 

efficiently decreasing the amount of energy consumption, the number of Hello packet acknowledgements transmitted 

and the number of collisions in the network. 

 

EXPERIMENTAL RESULTS 
A closer investigation of our algorithm would reveal that the main focus in our approach is to reduce the number of 

acknowledgments by varying the updating information of less stable nodes more frequently than the more stable 

nodes.  
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Following are the advantages that should result from the likely less number of acknowledgments that get 

generated:  

• Efficient use of bandwidth. 

• Power conservation. 

 

Because of the variable retransmission time, the following advantages should result: 

• There should be power conservation because of the reduction in the probability of collision. 

• There should be power conservation because of a reduced number of Hello messages. 

 

Calculation of Stability Constant 

In this section, we discuss how the stability constant is computed. In Figs. 2 and 3, let us refer to the following 

notations. 

Node1: Let us assume that this is the node which broadcasts a Hello packet. The circle represents the range of the 

Node1.  

Node2: Let us assume that Node2 represents the node which receives the Hello packet and is expected to send the 

Acknowledgment. 

 

CONCLUSION AND FUTURE ENHANCEMENTS 
Our algorithm works on the stability of the nodes. The stability of a node is determined by the combination of the 

speed of the node, the range of the node, the location of the node and the battery power of the node. The stability is 

not constant between two nodes, but changes with the condition such as velocity or battery power. The main focus of 

the proposed algorithm is to reduce the number of acknowledgment packets by varying the updating information of 

less stable nodes more frequently compared to the more stable nodes. 

 

The proposed algorithm assumes some additional computations to be performed and some battery power is consumed 

while doing these computations. This is one of the limitations of our algorithm. We are, currently, investigating this 

issue and we aim to propose a better algorithm with lower overhead in the future. In the future, we are also aiming to 

investigate the problem by considering other performance parameters. Another limitation of our work is the issue of 

scalability in terms of the number of nodes in the network that we considered. When we increase the number of nodes 

in the network the execution time of our algorithm increases exponentially. In the future, we plan to investigate this 

issue as well and propose a better algorithm with respect to the execution time. 
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